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Executive Summary 
 

 

The AFME AI Task Force 

In 2018, AFME established an Artificial Intelligence (AI) Task Force with the objectives of increasing awareness of AI 
in capital markets and supporting the development of future policy.  These objectives are intended to enable the 
continued successful adoption and utilisation of this technology for the industry. 

The Task Force developed its first white paper in April 2018 to: explore capital markets use-cases and benefits of AI; 
identify areas where AI may impact the risks faced by financial institutions; and propose control principles for 
managing those risks. 

Considerations on the Ethical Use of AI in Capital Markets 

This white paper has been developed by the Task Force to explore the ethical considerations of AI. 

In our first paper we highlighted that AI capabilities are not new to financial services, and that firms have in place 
mature codes of conduct and controls to manage their responsibility to protect and treat clients fairly.  However, the 
paper also identified elements unique to AI as a technology – its capacity for adaptive behaviour - which merit further 
ethical consideration.  In this paper we explore these ethical considerations which we have grouped into two themes: 

• Data Input and Design (e.g. AI acting on data set bias), and 

• Understanding and Control (e.g. a lack of transparency of AI related decisions). 

We have made recommendations for how firms can address the ethical considerations of these two themes.  In 
summary firms should: 

• Apply a critical view of the data sets used for each AI application and perform specific quality control checks 
from design through to operation; 

• Train design teams and individuals to be aware of, and mitigate, biases within the function and design of 
individual AI applications; 

• Assess what level of ‘explainability’ is necessary for each AI application and take this into account in its design; 
and 

• Ensure that all AI applications are subject to a suitable control framework and audit process throughout their 
lifecycle.  

AI is a fast-developing technology which is already being applied to specific uses within firms, as well as moving 
towards larger-scale deployments.  Continuing discussions and information sharing on the ethical considerations of AI 
will be critical for the development of the capability within capital markets. 

AFME looks forward to supporting the European Commission AI High Level Expert Group in developing draft AI ethics 
guidelines for the European AI Strategy in Q4 2018. 
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1. Introduction  
 
 

The first AFME AI Task Force white paper in April 2018 highlighted that research into, and the adoption of AI in financial 
services, and specifically capital markets, has increased in the last five years.  This increase has been driven largely by 
significant developments in computing power and the exponential growth of available data.  AI technology is already 
being applied to many different uses, extending across the majority of functions of capital markets banks, from front 
office algorithms for stock selection (e.g. development of investment/structured products), to risk and compliance 
surveillance (e.g. identification of trading patterns that may indicate market abuse).  As well as bringing benefits to banks 
in terms of speed and scale of processing, AI also has the potential to transform the client experience by allowing firms 
to tailor their services and products more precisely, or by strengthening security and resilience.    

The white paper identified that, while AI is not new to capital markets, the capability and underlying technology continues 
to change at pace.  This has the potential to impact many different market participants and, in some cases, amplify risks 
which have long been familiar to banks. 

The development of AI is also occurring in parallel with two key trends.  The first is a growing public and media attention 
on the technology and its potential risks and benefits.  The second is increased awareness amongst individuals as to the 
value of their data, their rights over its use and the need to hold firms to account in this respect.  Combined with the 
regulatory obligations of the General Data Protection Regulation (GDPR) 1, which came into force in May 2018, these 
trends mean that how data is used has become critical for the development of technologies such as AI.  

This, in turn, has prompted a debate on ethical considerations for AI use, specifically on how to address the potential 
impacts of the technology on transparency, fairness, privacy and liability, whilst maintaining creativity and innovation in 
the development of new products.  The World Economic Forum stated in 2016 that the growing emergence of AI is as 
much a new frontier for ethics and risk as it is for the technology itself2.  This is further supported by work currently 
underway by policymakers and regulators, for example the European Commission strategy on AI published in April 
20183, and the creation of a High-Level Expert Group in AI (AI HLEG) which proposes to draft AI ethics guidelines by Q4 
20184. 

  

 
1 Regulation (EU) 2016/679  

2 https://www.weforum.org/agenda/2016/10/top-10-ethical-issues-in-artificial-intelligence/  

3 https://ec.europa.eu/digital-single-market/en/news/communication-artificial-intelligence-europe  

4 https://ec.europa.eu/digital-single-market/en/high-level-expert-group-artificial-intelligence  

https://www.weforum.org/agenda/2016/10/top-10-ethical-issues-in-artificial-intelligence/
https://ec.europa.eu/digital-single-market/en/news/communication-artificial-intelligence-europe
https://ec.europa.eu/digital-single-market/en/high-level-expert-group-artificial-intelligence
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2. Ethics and AI in Capital Markets  
 

What constitutes ethics, both within the context of AI and more broadly, is complex and subjective to individuals and 
societies.  At a high level, ethics is defined as the moral principles which individuals and organisations apply in order to 
make decisions5.  The term is often used to determine the responsibilities of individuals and organisations, and what is 
perceived as ‘right’ or ‘wrong’ behaviour.  

Within capital markets, the current and future use of AI should be subject to existing regulatory expectations. 
Additionally, in their use of the technology, firms should also be held to high conduct and ethical standards.  Capital 
markets banks already have codes of business conduct which include ethical principles or have separate, dedicated codes 
of ethics.  These codes outline the responsibilities and obligations on a bank’s individual employees’ and on the overall 
bank, covering areas such as: complying with applicable laws and regulations; exercising fair judgement; and executing 
activities openly and fairly.  They are designed to address significant risks that banks face, such as systemic, customer 
and reputational risks, and are reviewed regularly to ensure that they keep pace with developments in technology and 
markets and with shifts in ethical and cultural expectations.  

For AI and other algorithm-driven applications, the obligation to meet high ethical standards is not new but should 
continue to be embedded in any use of the technology.  For example, this includes (in no particular order): 

• Treating clients fairly; 

• Protecting the banks and its clients from market abuse or financial crime; 

• Upholding market integrity and not exposing the market to unmanageable or event systemic risks; and 

• Acting as a responsible employer to upskill existing roles and ensure the right expertise for the workforce of the 
future. 

Robust governance and risk and control frameworks are considered a requirement to ensure that all types of technology 
are suitably developed, deployed and monitored throughout their lifecycle.  The high-level AI lifecycle can be illustrated 
as shown in Figure 1 below.  A change to any one of the three lifecycle elements (selection of input data, design of 
application, controls and surveillance of output) is likely to result in, or require, changes to the other two elements. 
Figure 1 – The Lifecycle of an AI application  

 
In our first white paper we identified a series of risk categories that are relevant to consider in relation to the 
development and use of AI6.  Many of these risk categories are common across other types of technology and are therefore 
likely to be well embedded into existing frameworks.  These are therefore not covered in this paper.  

However, two broad risk themes for AI were identified which we believe require further ethical consideration.  This is 
because they are to some extent more closely aligned to the capabilities of AI given its capacity for adaptive behaviour.   

The risk themes are: 

• Data Input and Design (e.g. AI acting on conscious or unconscious dataset bias); and 

• Understanding and Control (e.g. a lack of transparency or understanding as to why AI decisions have been made). 

In support of the work underway by the AI HLG, this paper explores the ethical considerations of these two risk themes 
in further detail and provides recommendations on how the potential risks presented could be addressed. 

 
5 Oxford English Dictionary Definition of Ethics: https://en.oxforddictionaries.com/definition/ethics 

6 In our April 2018 white paper we identified examples of risks associated with AI across categories including: operational, market, financial, third-
party and people 

Design of 
application

Controls and 
surveillance 

of output

Selection of 
input data
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3. Data Input and Design 
 

The availability, quality and scale of data and its use within capital markets has increased exponentially in recent years, 
driven partly by new regulatory requirements, such as the Markets in Financial Instruments Directive and Regulation 
(MiFID/R)7, Market Abuse Regulation (MAR)8 and the 4th Anti-money Laundering Directive (4AMLD)9. This, combined 
with the European General Data Protection Regulation (GDPR), has placed an increased focus on data management, with 
data becoming a significant and valuable resource that can and should be better utilised for the benefit of all market 
participants10.  

In our first white paper we identified that AI is reliant on large, high-quality data sets, important for:  

• The initial design of any AI application, including the establishment of any necessary parameters and rules within 
which it must operate; and  

• The ability to ‘train’ and test the application, and then to allow it to determine its course of action on an ongoing 
basis.  This includes the ability of AI models to adapt their activity based on new data, which is critically important 
in the context of the AI lifecycle (as shown in Figure 1).  

 

Ethical considerations for data input 
 

The reliance of AI on large data sets creates a dependency of the AI application on the quality of the data it is given.  Where 
that data is inaccurate, biased or not representative of a sufficient sample size, the AI application may produce results 
that are unfair, inaccurate or incorrect.  

This is a key consideration for capital markets firms where the data they use for AI applications may pertain to clients 
and client activity.  There may, therefore, be unintentional effects on a firm’s clients, which could cut across the business 
principles of putting clients first and treating them fairly.  

For example, if a bank trains an AI trading algorithm on data that is not representative of the full client set for which it 
will be used, this may result in adverse outcomes for those clients.  

 

Recommendations: 
• To mitigate the risk of AI applications making suggestions and decisions where there are issues in the data, banks 

should take a critical view of the data sets that are used as input for each AI application.  As part of their data 
governance frameworks, banks should identify which data is necessary and/or relevant and perform specific 
quality control checks from design through to operation.   

• Data sets should be representative of the wider population relevant for the use case, and do not favour particular 
subsets.  Furthermore, banks should also input controls with the aim of preventing the AI application from 
replicating or introducing discrimination.   

• However, while the fair treatment of clients should always be a priority, this should not be equated with any 
requirement to provide the same outputs for different types of clients.  This would impact on the effectiveness of 
the AI models, whose results respond to mathematical processes on the input data.  The use of representative and 
quality samples in the design phase will help to minimise the risk of unfair treatment.  Nonetheless, where the 
output of an AI application is challenged, institutions should have in place suitable control mechanisms to solve 
any issues that may arise. 

 
  

 
7 Directive 2014/65/EU and Regulation (EU) 600/2014  

8 Regulation (EU) 596/2014 

9 Directive (EU) 2015/849 

10 More information is available in AFME’ recent report on Technology and Innovation in Europe’s Capital Markets 
https://www.afme.eu/globalassets/downloads/publications/afme-pwc-tech-and-innovation-in-europes-capital-markets.pdf  

https://www.afme.eu/globalassets/downloads/publications/afme-pwc-tech-and-innovation-in-europes-capital-markets.pdf
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Ethical considerations for design 

 
As well as being reliant on high-quality data sets, AI applications can also be limited by their design.  The ethical 
considerations from design can manifest in a number of ways. 

First, the process which the AI application is designed to replace, or augment, may have ethical considerations.  Second, 
the team responsible for designing the AI application may, through lack of training or personal bias (whether conscious 
or unconscious), input or fail to mitigate potential unethical outcomes from AI applications.  Finally, whether as a result 
of the previous point or not, the AI application may be designed with limits or parameters for its function that result in 
unethical activity.  

For example, unless proper controls are in place, an AI trading algorithm may apply unethical trading methods to move 
the market in its favour. 

 

Recommendations: 

• To mitigate the risk that the design of an AI application leads to unethical outcomes, banks should train individuals 
in their design team to be aware of, and mitigate, biases within the function and design of individual AI 
applications.  This should include ongoing monitoring of AI outcomes to identify any problems that may manifest 
over the lifecycle of the AI application. 

• It is also important to be aware of the sample data that has been used for the design of the AI application, and check 
if a given individual/data fits the relevant population for the use case that the sample represented before applying 
the AI solution. 
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4. Understanding and Control  
 

The nature of AI is that applications can make automated decisions about what course of action to take, using the input 
data they are given and the parameters they are set, and can augment processes by operating at significant speed and 
scale.   

The term ‘explainable AI’ is used where the decision-making process results in specific outcomes that can be explained 
or described in detail by humans11.  A range (dependent on design) exists of how far it is possible to identify and explain 
precisely what path an AI application has followed in making a decision.  However, an explanation could be enriched 
with a description of the output, describing, for example, similar individuals with similar outcomes 

Ethical considerations for understanding 
 

The extent to which it is necessary to be able to explain the internal workings or decision logic of an AI application will 
vary depending on the function the application is performing.  For example, an AI application that routes exceptions12 
to an operational process within a bank may not require a significant degree of explainable AI (‘explainability’), 
provided that incorrect outcomes can be amended, and the application can learn from those amendments. 

However, in some cases a higher degree of explainability will be necessary, for instance where the AI application has 
an impact on client related decisions.  In these cases, it is necessary that banks (and potentially their supervisors) can 
monitor, evaluate and correct the output of an AI application in an appropriate timeframe.  This is not only to ensure 
that regulatory obligations are being met, but also to ensure that the AI application is not causing unethical outcomes, 
for example changing the level of service a client may receive based on unknown or inappropriate factors.  

For example, where an AI trading algorithm makes decisions that affect how client orders are filled, banks should be 
able to explain what criteria the algorithm used.  

Where AI applications interact with, or directly impact on, clients raises a further ethical consideration of whether an 
individual should be made aware (or able to identify) that they are not interacting with a natural person, or that a 
human has not made a specific decision13.  For example, where an AI application in the form of a ‘chatbot’ (as text or 
digital voice) is used by a bank to provide financial advice to a client, based on a conversation and access to their data.  

 

Recommendations: 

• To mitigate the risk an AI application may reinforce unethical behaviours, such as discrimination, firms should 
assess what level of explainability is necessary for each AI application and take this into account in its design.  
This assessment may consider: 

o The criticality of the activity being performed; 

o Compliance with regulatory obligations; 

o The interface and impact on clients;  

o Interdependencies with other internal and external systems or AI applications; and 

o The different types of actor involved in the AI application (e.g. users, consumers, etc). 

• Based on the level of explainability required of an AI application and by each AI actor, different mitigation, 
oversight and complaints measures and mechanisms should be implemented.  This could also help increase the 
trust clients have in their interactions with a bank’s AI application.  

• In addition, as required by GDPR14, clients should have the right to ask for a decision which is not based solely 
on automated processing, which provides an alternative in cases where the client may not be satisfied with the 
explanation provided. 

 
11 It should be noted that even a high degree of explainability in an AI application is likely to require some level of technical expertise on the part of 
individuals who are responsible for monitoring or supervision, both within banks and regulators. To this end, cooperation between the public and 
private sectors is important to ensure that regulators and supervisors are able to keep pace with developments in banking technology. 
12 An exception is where an event, for example a trade settlement, requires intervention to complete e.g. incomplete mandatory data 

13 We note that the GDPR Article 13(2)(f) covers the obligation for data subjects to be provided with information about the use of automated 
decision making  
14 GDPR Article 22 (1) sets regarding automated individual decision-making, including profiling: The data subject shall have the right not to be 
subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly 
significantly affects him or her. 
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Ethical considerations for control 
 

AI applications are, by nature, able to adapt their results according to the input data with which they are provided.  This 
means the initial assessments made during the design, testing and early deployment stages as to the ethical behaviour 
of an AI application may not remain accurate over time. 

For example, even where the initial design of an AI trading algorithm includes controls against market abuse, it may 
not, without ongoing controls, be able to correctly identify and steer away from new variations of such abusive 
behaviour that emerge in the market.   

An additional challenge is presented by the evolving nature of ethical and cultural expectations in relation to the use of 
technology.  Specific uses of data, for instance, may need to be reviewed over time.  Given the lifecycle of an AI 
application as outlined in Figure 1, the impact can be significant, particularly where such data has already contributed 
to the training of an AI application and therefore cannot be easily extracted.  

 

Recommendations: 

• Given the adaptive nature of AI and in conjunction with the design considerations identified, a bank’s existing 
technology control frameworks should be adapted to monitor AI applications over their entire lifecycle, 
including for bias, discrimination, any decrease in explainability, or changes to what data/design elements are 
considered appropriate. 

• Banks should consider how the AI applications are audited, including the independence of the audit team from 
the design team.  The control framework should ensure that individuals involved in the design, approval and 
review of AI usage are appropriately trained and that this is continually enhanced as the technology develops.  
This will allow banks to establish that their use of AI continues to meet the ethical standards they have set. 
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Conclusion  
 
 
 

The application of AI has the potential to transform capital markets and is already impacting many aspects of how the 
industry operates, from trading and client interactions to risk management and operational processing.  However, AI is 
a rapidly evolving technology that could have far reaching impacts on society.  Care must be taken to ensure its use 
conforms to appropriate ethical standards applied within individual banks and does not unintentionally harm the 
market or clients.  

As part of their governance arrangements for the use of technology as a whole, banks must ensure that appropriate 
controls within all three lines of defence15 can allow for the monitoring and intervention of outcomes or decisions that 
may reduce fairness, transparency or competition.   

In this paper we have therefore considered two key risk themes and made a number of recommendations to support 
the ethical use of AI.  In summary: 

Data input and design 

• Banks should apply a critical view of the data sets that are used for each AI application and perform specific 
quality checks, from design through to operation, to mitigate the risk of bias or inaccuracies.  

• Banks should train individuals to be aware of, and mitigate, biases within the function and design of individual 
AI applications.   

Understanding and control 

• Banks should assess what level of explainability is necessary for each AI application and take this into account 
in its design and oversight. 

• Banks should ensure that all AI applications are subject to a suitable control framework and audit process 
throughout their lifecycle.  

It is encouraging that discussion of ethical considerations is occurring in both the public and private sector 
simultaneously.  Continuing such discussions and information sharing in this area will be critical for the development 
of AI within capital markets.  In particular, AFME looks forward to supporting the European Commission AI HLG in 
developing draft AI ethics guidelines for the European AI Strategy in Q4 2018. 

  

 
15 Three lines of defence is a risk management and controls model where the first line is management control, the second line is risk control and 
compliance functions established by management, and the third line is independent assurance. 

 



 

11 
 

 

Annex 1: Glossary of Terms  
 

Glossary of common terms related to artificial intelligence (AI) 

Artificial intelligence (AI) 
The theory and development of computer systems able to perform tasks that 
traditionally have required human intelligence. 
AI is a broad term that incorporates all terms listed below. 

Algorithms A set of rules that allow a computer to perform activities or processes to get insights from 
input data or to solve problems.  

Black Box 
A system where the internal workings are unknown or cannot be determined (for example, 
a platform used to decide on a client’s credit worthiness where only the broad data inputs and 
final decision are visible).   

White Box A system where the decision logic is understood (for example, a platform used to decide on a 
client’s credit worthiness where the data inputs, decision logics and final decision are visible).   

Deep Learning A form of neural network which is structured into a large number of processing units 
(normally arranged into layers). 

Explainable Artificial Intelligence 
(XAI) 

A model for AI processing, through which the decision-making process that results in 
specific outcomes can be explained and described in detail. 

Machine Learning (ML) 

An application of Artificial Intelligence that provides systems with the ability to 
automatically learn and improve from experience without being explicitly programmed. In 
short, it is a set of algorithms that allow machines to learn from data.  Machine learning is 
typically sub-divided into three categories: supervised, unsupervised, and semi-supervised 
learning. 

Neural Networks 
“A neural network is a ML system that consists of simple interconnected processing units 
that are loosely modelled on neurones in the brain” (for example, an image recognition 
system that learns to identify a type of image by associating certain features over time). 

Predictive Analytics The use of current and historical data to make future predictions. 

Semi-Supervised Learning 

A form of ‘machine learning’, where an algorithm is trained on unlabelled data but receives 
feedback on actions taken (for example, a surveillance platform trained on a set of 
transactions where some are identified as fraudulent, and a human tells the system when is 
has identified one correctly or incorrectly). 

Semantic Search 
A system which seeks to understands the intent of search activity to improve the relevance 
of results (for example, a search engine that returns results on all interest rate derivatives 
when asked about interest rate swaps). 

Supervised Learning A form of ‘machine learning’ where an algorithm is trained on labelled data (for example, a 
surveillance platform trained on a set of transaction data where areas of fraud are identified). 

Unsupervised Learning 
A form of ‘machine learning’ where an algorithm is trained on unlabelled data (for example, 
a system that learns to detect anomalies in some data without having those anomalies 
labelled as such). 
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